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Abstract

Accurate and reliable resource utilization forecasting is critical to achieving efficient resource scheduling in data centers. Traditional prediction methods in cloud computing provide unidimensional output. However, the unidimensional output cannot capture the relationship between multiple dimensions, which results in limited information and inaccurate prediction results. In this paper, we propose CPW-EAMC, a framework that can predict the resource utilization of physical machines in multiple dimensions. This framework consists of two parts: a noise reduction algorithm and a neural network. We propose a noise reduction algorithm CPW to extract data features more precisely and improve the robustness of our prediction algorithm. Then, we establish a multi-dimensional prediction network named EAMC for accurate predictions in multi-steps. Finally, to comprehensively evaluate the model’s performance, we propose a novel evaluation standard CMES for model evaluation. Experimental results show that our model has an improvement of 2% to 17% compared with other popular approaches.
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1. Introduction

With the accelerated development of information technology in recent years, the construction of cloud data centers is faster than before. Data Center (DC) is an important infrastructure of modern society. According to the statistics\cite{1}, about 97% of network traffic is related to DCs. In 2019, the energy consumption of DCs was about 200TWh, which accounts for about 1% of global electricity consumption, and demand for data services is rising exponentially\cite{2}. The high energy consumption of DCs has become a concern to cloud service providers and governments.

The underloaded hosts in DCs will bring a colossal electricity cost and negatively affect the cloud computing environment\cite{3}. There are many methods to optimize the resource utilization of hosts. Virtual machine (VM) consolidation is one of the schemes applied to migrate VMs into a lesser number of active physical machines (PMs). As a result, the PMs which have no VMs can be turned into a sleep state to save energy\cite{4}. For the VM consolidation algorithm, a key objective is to locate the consolidation’s source machines and target machines. Many studies use threshold as the decision variables in their consolidation algorithm\cite{5, 6}. They determine the source machines and target machines by comparing the resource utilization at the current moment with the given threshold. However, such methods are difficult to obtain accurate prediction results. At the same time, other studies use machine learning\cite{7} to predict the VM state in the next scheduling interval and determine which VM needs to be migrated. Many prediction models with single output are proposed in cloud computing, which means their predictions tend to be unidimensional. Unidimensional prediction algorithms will restrict our understanding of how the host works. Because a physical machine is a system, each component in one system works together and will affect each other. In unidimensional forecasting, the model can only learn the historical laws of the dimension, but cannot learn the mutual influences between various dimensions. For example, the utilization of hardware like CPU and memory will affect each other. Using a model to predict them separately cannot catch the internal relationship between the key components.

Further, the consolidation algorithms can make more effective scheduling decisions based on more prediction information. And thereby, multi-step forecasting shows its superiority. So, adopting a multidimensional prediction model in this scenario is necessary. In this paper, we propose a multi-input-multi-output (MIMO) prediction model with a multi-step-ahead strategy to provide more information for the consolidation algorithm in advance.

As mentioned in\cite{8}, the workload of a PM depends on many random factors, both internal and external. These random factors that we call noise will cause some performance fluctuations in a server, harming our analysis. For external fac-
tors, for example, the temperature and humidity around the target machine. On the racks of the data center, if the surrounding servers of the target server are under a high load condition, the heat dissipation of these high load machines will increase. These short-term ambient temperature fluctuations will affect the electronic components’ performance of the target server. When the performance drops, the utilization of a component for the same task becomes larger. Also, the fluctuation of outside temperature will cause an inaccurate influence on our acquisition hardware. The external temperature fluctuations are one of the noise sources of external factors on the server. For internal factors, if the machine’s task arrives with abnormal fluctuations, the utilization data of a recent time will not reflect the machine’s actual use, which will prevent our model from catching the fundamental rules. However, the existence of these noises in the original data is short-term, random, and hard to capture. The existing noise reduction methods will bring about excessive smoothing under this scenario so that the original features in the data will be destroyed. Therefore, we need a noise reduction method that can handle this short-term and random noise but retain the characteristics of the data as much as possible.

In response to the previous possible problems, we propose a new PM resource utilization data denoising method and extract the data characteristics in advance. Considering that the noise introduced into the server is generally short-term and small in amplitude. To not affect the subject’s data characteristics, we adopt the Complete Ensemble Empirical Mode Decomposition with Adaptive Noise (CEEMDAN) method to divide the original data into multiple Intrinsic Mode Functions (IMFs). Then we use Permutation Entropy (PE) to calculate the noise contained in each IMF. We only smooth the IMFs with a loud noise. At last, we rebuild the data with the processed IMFs. This approach can greatly reduce the loss of essential features caused by the overall smoothing of the original data, and at the same time, it can remove the noise due to minor effects.

After we obtain the processed data, we need a model that can capture the inherent laws of the data. In cloud computing, Artificial Neural Network (ANN) is widely used to predict resource utilization in a system. ANN has the characteristics of flexibility and excellent nonlinear fitting ability. This kind of method can well dig out the patterns hidden in the historical information. For example, when predicting the workload of DCs, many studies based on ANN achieve good results in predicting the workload of servers.

Nevertheless, these studies largely fail to address the issues we mentioned earlier because they ignored the interaction of other factors. Based on such research background, this paper is devoted to studying the ANN-based prediction model. Elman Neural Network (ENN) is a classical network in solving prediction problems and is used widely. The structure of ENN is simpler than many Recurrent Neural Networks (RNNs) like Long Short-Term Memory (LSTM) and Gated Recurrent Unit (GRU), which makes it faster in training and less computing resource cost. However, as a kind of recurrent neural network, the single-layer structure of its context layer has a great limitation on its long-term dependence. To go further, the self-feedback coefficient $\alpha$ is limited in the context layer, making it inflexible to adjust its preference to the data of historical information and current information according to the changes of scenario and requirements. Therefore, this paper proposes a novel prediction model based on ENN, which integrates a feed-forward neural network into a recurrent neural network to optimize the long-term dependence and improve the precision in prediction.

This paper aims to build a multi-step forecasting model with multi-input-multi-output (MIMO) based on the historical data collected in cloud data centers. Therefore, we propose an ENN-Attention-MLP-Context with CEEMDAN-PE-Wavelet (CPW-EAMC) model for PM resource utilization forecasting. The main contributions of this paper are as follows:

1. We propose a CPW-EAMC model with MIMO for multi-step prediction. In the scenario with multi-dimensional output, it is tedious and resource-consuming to train a model separately for each dimension of data. Furthermore, this model gathers multi-dimensional outputs into one model and it can preserve the hidden relationship between the dimensions.

2. We propose a noise reduction method CPW for resource utilization data. With this denoising method, the data can be smoothed and its information can be preserved as much as possible so that we can focus on learning the essential characteristics and rules of the data.

3. To overcome the insufficient memory ability of ENN, we propose a novel network EAMC. With attention mechanism, this network enhances feature extraction ability of the current moment and the Multilayer Perceptron (MLP) component strengthens long-term dependency of ENN.

4. We present a comprehensive evaluation metric in space that can avoid the defect of evaluating the performance of a model through a single metric. Simultaneously, it can be carried out when there is no unity among the indicators.

The rest of the paper is organized as follows. Section 2 introduces the related work on noise reduction and time series forecasting technology. Section 3 presents our CPW-EAMC model in detail. Section 4 presents our new evaluation method in this paper. Section 5 evaluates our model and demonstrates our experiment result. Finally, we conclude our work and show our future research directions in Section 6.

2. RELATED WORK

As mentioned above, the data collected from the real world contains influences that cause our analysis to be inaccurate. Such influence that brings us negative effects in our analysis is called noise. The multidimensional PM resource utilization data collected from the cloud server belongs to a complex time series. It is necessary for us to reduce the noise of PM resource utilization data before analyzing it.

2.1. Noise Reduction Algorithm

Traditional noise reduction algorithms include Fourier Transform (FT), Wavelet Transform (WT), Singular Spectrum
shows its limitations when facing a complex and changeable environment. Furthermore, the parametric method allows researchers to be proficient in the computational mathematic knowledge. However, a parametric and non-parametric methods [17] are used in time series forecasting techniques. We can divide time series forecasting techniques into non-parametric and non-stationary time series signal into multiple Intrinsic Mode Functions (IMFs) and a margin R. Cao et al. built a forecast model of financial series data based on LSTM [13] in which the series data can be preprocessed respectively by the IMFs obtained through CEEMDAN decomposition. Except for EDM and its variant, WT is also a widely used method. WT is the variant of FT which overcomes the limitations of FT in unstable signals. Recent studies combine WT with other algorithms and achieve desirable results. For example, Bento et al. combined WT and bat algorithm in short-term forecasting for power systems [14] and Qiao et al. used a hybrid model based on WT to predict and analyze U.S. electricity prices [15]. What’s more, Li et al. [16] proposed a noise reduction algorithm combining CEEMDAN, PE, and wavelet transform for underwater acoustic signal denoising. They divided IMFs from CEEMDAN into noise IMFs, noise-dominant IMFs, and real IMFs. Then, they identified noise IMFs according to mutual information and obtained the noise-dominant IMFs among the remaining IMFs. Once the IMFs are distinguished as noise IMFs, they will be filtered. However, this method is not suitable in our scenario. The noise in our scenario is random, hard to capture, or even slight. If we filter out some of the IMFs, their information will be lost, which is also meaningful to us. Compared with WT, the performance of WT will be better in the context of sudden rise and fall, which makes WT is more suitable in our scenes that fluctuation of our server is generally short-term.

The above research has demonstrated that WT is an effective and animate algorithm. However, WT performs noise reduction processing on the entire signal, and it will also smooth essential parts of the signal, resulting in a lack of important information. Therefore, our CPW divides the original signal into multiple sub-signals and performs noise reduction for those with significant noise. It allows us to preserve as much important information as possible while obtaining good noise reduction performance.

2.2. Time Series Forecasting Technology

After getting the denoised series successfully, we can continue our work to predict and extract the features of the denoised series. We can divide time series forecasting techniques into parametric and non-parametric methods [17]. However, a parametric method is unfriendly to many researchers as it requires researchers to be proficient in the computational mathematicians of their business field. Furthermore, the parametric method shows its limitations when facing a complex and changeable time series. In non-parametric methods, machine learning is an exemplary method. As an essential part of machine learning, ANNs have gained much attention from scientists. ANN has an excellent non-linear fitting ability, and it can extract features from data through training. For example, the reference [18] uses MLP in exchange rate prediction. As a feed-forward neural network, MLP lacks the ability of memory and causes gradient explosion or gradient disappearance. As a result, a plain feed-forward neural network has disadvantages when solving a long-term forecasting problem.

Recurrent Neural Network (RNN) can overcome the disadvantages of feed-forward neural network [19]. RNN is widely used in time series prediction and natural language processing due to its memory ability of historical data in its network structure. For example, Hu et al. [20] used particle swarm optimization (PSO) and gradient descent (GD) for aggregation and combined LSTM for trend following while Yang et al. [21] used LSTM with feature enhancement for traffic flow prediction. Moreover, LSTM can deal with non-uniform data. The reference [22] processed non-uniformly sampled data with LSTM. Although LSTM is powerful, standard LSTM cannot fully capture all the different effects on target series in multivariate time series prediction tasks. Therefore, Hu et al. [23] used TG-LSTM network for multivariate time series prediction. More and more studies have been trying to combine their algorithm with an attention mechanism in recent years. For example, Lin et al. [24] used LSTM with attention mechanism in electricity consumption forecasting. However, LSTM consumes many resources during training and testing. So, a network unit called GRU is proposed. GRU can achieve similar performance as LSTM but requires fewer resources. Niu et al. [25] improved GRU based on attention mechanism and used it in wind power forecasting. Although GRU needs fewer resources than LSTM, both of them still face the problem of large resource consumption and long training time. A network called Elman Neural Network (ENN) can be trained faster than those as it has fewer parameters in its structure. Research like [26] has shown ENN’s ability to feature extraction and the reference [27] had shown that ENN could do well in series processing. For instance, Zhang et al. [28] improve ENN with piecewise weighted gradient for time series prediction. Also, ENN is used to solve the energy consumption problem of data centers. Wu et al. [29] built a power consumption model of cloud servers with native ENN. And a modified ENN is used for atrial fibrillation signals classification in [26]. ENN has been proved by many studies and experiments to have outstanding performance in time series prediction.

However, ENN’s memory ability is constrained by the single-layer neuron of its context layer, leading to unstable prediction performance and accuracy. To learn the rules of PM resource usage utilization and predict it, we need to combine as much historical information as possible to obtain historical rules. The resource utilization of the server is affected by the user’s rules and the logic of the scheduling algorithm. Therefore, we need long-term dependence of the network to capture the contextual correlation of utilization. Our model presented in this paper uses a component to surmount the shortcoming of
the original structure. In addition, we enhance its ability to fit periods with significant changes with an attention mechanism.

2.3. Multi-dimensional Forecasting Technology

In the prediction of time series, many models have unidimensional output even though their input is multi-dimensional. The overall energy consumption of one PM is closely related to different hardware components. It is necessary to build a forecasting model with multi-dimensional output of PMs. Bao et al. [30] used multi-step Support Vector Machine (SVM) in time series prediction. However, they must apply a MIMO strategy with their model, or their model would degenerate into H dispersed models (H is the dimension of input data). Some researchers notice the significance of the MIMO model to the real world. Zhou et al. [31] developed a deep multi-output LSTM neural network (DM-LSTM) for air quality forecasting. In the real world, most of the problems are caused by multiple factors. When solving time series forecasting problems, it is necessary to consider that they are affected by multi-dimensional factors. And as a result, it is significant to study the time series forecasting problem with multiple dimensions in cloud computing.

2.4. Resource Usage Prediction in Cloud Computing

With the development of forecasting technology, more and more researchers apply forecasting techniques to cloud computing. In [5], it uses Extreme Learning Machine for CPU utilization prediction of each PM. However, a simple network for forecasting cannot satisfy the accuracy. Therefore, Sima et al. [32] propose a Wavelet-GMDH-ELM model for air quality forecasting. In the real world, most of the problems are caused by multiple factors. When solving time series forecasting problems, it is necessary to consider that they are affected by multi-dimensional factors.

To improve the forecasting accuracy, Kim et al. [33] propose a Sequence-to-Sequence-LSTM (Seq2Seq-LSTM) based on the robust framework called Sequence-to-Sequence in time series prediction for energy consumption prediction. Moreover, Hoang et al. [34] use LSTM-Encoder-Decoder for host load prediction. Time series forecasting technology is a hot and potential method in cloud computing. Therefore, we obtain a prediction framework with good robustness and high accuracy by combining an improved noise reduction method with a novel network.

Therefore, in this paper, we propose a CPW-EAMC framework to process the data in the cloud cluster in the early stage and provide accurate multi-step multi-dimensional forecasts for the resource utilization of physical machines.

3. The Proposed Method

3.1. Motivation

In a cloud data center, the submitted tasks mainly include CPU-intensive tasks, memory-intensive tasks, and disk I/O-intensive tasks. When analyzing the performance of PMs, the scheduling algorithm in a DC has a greater impact on the resource utilization of one single PM. Different scheduling strategies will execute different scheduling schemes for the submitted tasks, resulting in workload differences between PMs. Predicting the resource utilization of PMs can provide more information to the scheduling algorithm for effective and accurate decisions, which can make the workload of a PM rational. In addition, within our knowledge, most research has ignored the implicit mutual relationship between hardware. With MIMO, we can capture the hidden relationship between hardware in one model instead of observing them individually.

In this scenario, we found that the prediction accuracy of ENN has a good performance with a short training time. However, ENN has a critical shortcoming in this scenario that is unstable. Therefore, it would be encouraging if we could improve ENN to make its prediction more stable.

For accurate prediction and stable performance, we propose CPW-EAMC. With the help of the noise reduction algorithm CPW, we can enhance the robustness of models and optimize the generalization ability and the fitting ability of the model.

3.2. CEEMDAN-PE-Wavelet (CPW)

CEEMDAN is an algorithm that decomposes a complete signal into multiple IMFs. CEEMDAN is an improved algorithm of EMD. CEEMDAN adds adaptive white noise to each stage of its decomposition, which can eliminate model aliasing and reduce the reconstruction error to the minimum.

PE is an indicator used to measure the complexity of time series [35]. PE is to add a sorting step when calculating the complexity between reconstructed subsequences. Suppose we have obtained a time series of length $L + 1$, $T_s = \{t_s|i = 0, 1, 2, ..., L\}$ where $t_s$ is the value at moment $i$. We need to reconstruct, sort, and calculate the permutation entropy of the original sequence $T_s$. The greater permutation entropy, the more complex the time series.

The resource utilization of physical machines is mainly determined by the submitted tasks. However, the time when tasks are submitted by users and the type of tasks are completely random. It is one of the main reasons for the unstable use of physical machine resources. FT is a classical method in time series processing. Nonetheless, FT has obvious defects in managing non-stationary time series. Luckily, as an improvement of FT, WT overcomes the limitations of FT in unstable series processing. Therefore, WT is suitable for tackling the problems in this paper.

We propose a noise reduction algorithm called CEEMDAN-PE-Wavelet (CPW), which can be shown in Fig.1. This algorithm decomposes the original time series through CEEMDAN into several IMFs and a margin R. The margin R is the residual amount generated after the decomposition of IMFs. We can regard each IMF as new time-series data. For the multiple time series data we newly obtained, we calculate permutation entropy for each IMF. We need to define a threshold $tk$ of permutation entropy. We calculate the permutation entropy for each IMF decomposed from the original signal and sort IMFs based on the descending order of permutation entropy. We can aim at
the high noise subsequence for denoising through this method and avoid the disadvantage of reducing the signal containing important information while weakening the noise.

We select the IMFs in which permutation entropy is higher than the given threshold $t_k$ and group them into a set $IMF'$ where $IMF' = \{IMF'_1, IMF'_2, \cdots, IMF'_{t_k}\}$. Then, we denoise each $IMF'_i \in IMF'$, $i \in [1, k], i \in N$ and get the collection of processed IMFs, $IMF'' = \{IMF''_1, IMF''_2, \cdots, IMF''_k\}$. Finally, we add up all the IMFs and the margin $R$ we have including the IMFs whose permutation entropy is lower than the given $t_k$ to rebuild the denoised signal. This algorithm is described as Algorithm 1. The $WT()$ function in line 16 in Algorithm 1 is the wavelet transform function. Since each dimension has its own characteristics, we execute the CPW algorithm separately on each dimension.

3.3. ENN-Attention-MLP-Context (EAMC)

As is shown in Fig.2, the traditional ENN uses a layer of neurons as a context layer. The orange lines in Fig.2 show the trace of state from the hidden layer to the context layer. $\alpha$ is a self-feedback coefficient, which is to merge the previous context state with the state at that moment. The context layer’s primary function is to act like the recurrent component of RNN for history information recording. However, only one layer of neurons constrains ENN’s ability to memorize history information.

The application of attention mechanisms in the field of artificial intelligence is relatively extensive. The attention mechanism mainly imitates human beings’ behavior to focus on certain important areas when observing the image. There are many changes in the attention mechanism. Soft attention and hard attention are typical representatives. The attention mechanism mainly gives the value in a vector or a matrix more weight to the focus area. The value of the hard attention is in $[0, 1]$, while the value of soft attention is in a range of $[0, 1]$. The main problem of the hard attention mechanism is that its value is either 0 or 1. It will cause a large amount of information loss if the hard attention mechanism is applied to continuous data. However, soft attention can avoid this problem, for it can maintain the continuity of data while highlighting the key areas in the continuous data by adjusting the weight in the range of $[0, 1]$.

Algorithm 1 CEEMDAN-PE-Wavelet.

**Input:**
- The signal to be denoised, $signal$
- The embedding dim of the permutation entropy, $em$
- The delay time of the permutation entropy, $dt$
- The permutation entropy threshold of the IMF need to be denoise, $th_{pe}$

**Output:** The threshold used in wavelet transform, $th_{wav}$

1. Initialize PEs with blank list, $PE_{sort}$ with blank dictionary
2. $IMFs \leftarrow$ CEEMDAN($signal$)
3. for each $IMF$ in $IMFs$ do:
4. $PE \leftarrow$ permutation entropy($each\_IMF$, $em$, $dt$)
5. $PE_{sort} \leftarrow |PE, each\_IMF|
6. end for
7. $PE_{sort} \leftarrow sort(PE_{sort})$
8. for each $PE$ in $PE_{sort}$ do:
9. if each $PE > th_{pe}$ then:
10. $IMF \leftarrow PE_{sort}[each\_PE]$
11. $PE_{sort}[each\_PE] \leftarrow WT(IMF, th_{wav})$
12. else:
13. $IMFs \leftarrow all\_IMF\_by\_sorted\_order\_from\_PE_{sort}$
14. end if
15. end for
16. $signal \leftarrow \sum IMFs$
17. return $signal$

As we mentioned before, MLP is widely used in many areas, including time series forecasting. The reference [36] is an example of time series forecasting with MLP. We can know that MLP has its ability in feature extraction. The MLP (shown in Fig.3) involves an input layer, an output layer, and at least one hidden layer between the input layer and the output layer [37]. The information in MLP is transmitted forward through layers of neurons. The dimensions of input and output data determine the number of neurons in the input and output layer of the MLP.

With this helpful tool, we proposed a new network based on ENN called ENN-Attention-MLP-Context (as shown in Fig.4) to enhance the memory ability of ENN. First, we use an MLP to replace the context layer of ENN. Using MLP to expand the
context layer can improve time dependence enhancement, making the affected time range larger. Nevertheless, by combining the feature extraction capabilities of MLP, it can extract the features from historical data and store the features inside the subnet of MLP. This expansion is conducive to enhance the long-term dependence of ENN and the capability to fit time series with internal hidden features.

![Figure 3: Structure of MLP](image)

For the sample at time $t$, $X(t) = \{x(t), y(t)\}, x(t) \in \mathbb{R}^{m}, y(t) \in \mathbb{R}^n$. We assume that the weight between input layer and output layer is $W^\text{in}$. The weight between attention layer and MLP is $W^\text{m}$. MLP has three layers of neurons. The weight between hidden layer and MLP is $W^\text{hm}$, the weight between output layer and hidden layer is $W^\text{ob}$, and $W^\text{mh}$ is the weight between merge layer and hidden layer while $W^\text{mm}$ is the weight between the output of MLP and the merge layer. In input layer, the dimensions of input data and the number of neurons in hidden layer are often inconsistent. We need to map the input data to the same dimension as the hidden layer. Among the weights listed above, $W^\text{hi} \in \mathbb{R}^{m \times \text{in}}, W^\text{mi} \in \mathbb{R}^{n \times \text{in}}, W^\text{hm} \in \mathbb{R}^{n \times n}, W^\text{ob} \in \mathbb{R}^{n \times n}, W^\text{mh} \in \mathbb{R}^{n \times n}, W^\text{mm} \in \mathbb{R}^{n \times n}$. We define the self-feedback coefficient between the output of MLP and the input from input layer as $\alpha$. The number of hidden layers is $H$. The relationship of each layer can be expressed as follows:

**Input Layer:**

$$x_i(t) = \text{lin}(x(t)), x_i(t) \in \mathbb{R}^a$$  \hspace{1cm} (1)

**Merge Layer:**

$$m(t) = (1-\alpha) \cdot W^\text{hi} \cdot x_i(t) + \alpha \cdot W^\text{mm} \cdot o(t)$$  \hspace{1cm} (2)

**Hidden Layer:**

$$h(t) = m(t) \cdot W^\text{mh}$$  \hspace{1cm} (3)

**Inside Attention Layer:**

$$x_{\text{att,in}}(t) = [x_i(t), \text{State}_{t-1}]$$  \hspace{1cm} (4)

$$x_{\text{att,out}}(t) = W^\text{hi} \cdot x_{\text{att,in}}(t), W^\text{ho} \in \mathbb{R}^{(s+n) \times n}$$  \hspace{1cm} (5)

**Output Layer:**

$$\text{net}^\text{o}(t) = W^\text{ob} \cdot h(t)$$  \hspace{1cm} (6)

$$\hat{y}(t) = g(\text{net}^\text{o}(t))$$  \hspace{1cm} (7)

We can get the calculation expression of the MLP in the context module through the description of MLP:

$$\text{MLP}_{\text{in}}(t) = W^\text{mm} \cdot x_{\text{att,out}}(t)$$  \hspace{1cm} (8)

$$\text{net}_j(t) = \text{net}_j(t-1) + b, 1 \leq j \leq H$$  \hspace{1cm} (9)

$$h_j = f(\text{net}_j(t))$$  \hspace{1cm} (10)

$$x_{\text{att,in}}(t) = [x_i(t), \text{State}_{t-1}]$$  \hspace{1cm} (11)

$x_i(t)$ in (1) is the linear mapping result of input and $\text{lin}(\Delta)$ is the linear mapping function. $x_i(t)$ in (2) is the output of MLP and $\alpha$ is the self-feedback coefficient. Through adjusting $\alpha$, we can adjust the ratio of historical information to the influence of the input information at the current moment. And we can decide whether the network will be more affected by current information or historical information so that our network can adapt flexibly according to the changes in our scene. $\text{State}_{t-1}$ in (4) is the state from hidden layer of the last moment $t-1$ and $x_{\text{att,out}}(t)$ in (5) is the output of Attention Layer. $\hat{y}(t)$ in (7) is the prediction result of the network. In (8), $\text{MLP}_{\text{in}}(t)$ is the input of MLP at time $t$ and $h_j(t)$ in (9) is the state of hidden layer in MLP where $1 \leq j \leq H, j \in N$. $h_j$ in (10) is the output of $j$th hidden layer and $f(\Delta)$ is activation function. In our network, the activation function in MLP is $\text{ReLU}$ while the activation function in output layer is sigmoid. $\text{MLP}_{\text{out}}(t)$ in (11) refers to the output of MLP at time $t$. $h_H(t)$ in (11) is the output of the last layer of hidden layer.

Unlike traditional ENN, we merge the input at the current moment through the attention mechanism and the state of the context layer. This method can increase the impact of the current data on historical information. During network training, we use $\text{MSELoss}$ (12) as the loss function.

$$\text{loss}(\hat{y}, y) = (\hat{y} - y)^2$$  \hspace{1cm} (12)

To prevent serious overfitting and enhance the robustness of our network, we use L2 regularization on the loss function.
The objective function we need to optimize can be expressed according to the following formula:

\[
E(t) = \frac{1}{2} (\hat{y}(t) - y(t))^\top (\hat{y}(t) - y(t)) + \frac{C}{2} W^\top(t) W(t) \tag{13}
\]

In the formula, \(\hat{y}(t)\) is the predicted value of our network and \(y(t)\) is the true value of the predicted value at that moment. \(W(t)\) is the weight of the entire network at time \(t\). \(W = [W_1, W_2, W_3, W_4, W_5, W_6]\). \(C\) is the regularization coefficient.

### 3.4 Prediction Strategy

This article divides the prediction strategy into the training phase and prediction phase. In the training phase, our primary purpose is to learn the trends from historical data. In order to enable the network to fit the historical data during training better, we use the data in label as teacher signal to guide the training of the model. Therefore, we use the actual value as a label in our training strategy in Fig.5(a).

However, unlike the training phase, the prediction phase mainly tests the accuracy of the model prediction. Therefore, we adopt the method of cyclic prediction. Our prediction for a time period is based on the previous moment’s prediction result. We adopt the method of cyclic prediction. Our prediction for each hardware indicator we want to predict. Then, we obtain our multi-step prediction according to the step size we want in advance. The strategy for obtaining multi-step forecasts is as shown in Fig.5.

At time \(t\), the output of \(\hat{y}(t)\) consists of \(q\) dimensions (as shown in Fig 4). These dimensions are the predicted values of each hardware indicator we want to predict. Then, we obtain our multi-step prediction according to the step size we want in advance. The strategy for obtaining multi-step forecasts is as shown in Fig.5.

4. Improved Evaluate Metric

The commonly used evaluation criteria in the research of time series forecasting are MAE, RMSE, and MAPE. The model established in this paper is a multi-output model; as a result, we need to adjust the original calculation methods of MAE, RMSE, and MAPE to a certain extent. This article uses the strategy of averaging the output data when calculating the multi-dimensional output. The formula for calculating our adjusted error is expressed as (14), (15), (16).

\[
\text{MAE}(X, h) = \frac{\dim m \sum_{i=1}^{m} |\hat{y}_i - y_i|}{\dim} \tag{14}
\]

\[
\text{RMSE}(X, h) = \sqrt{\frac{\dim m \sum_{i=1}^{m} (\hat{y}_i - y_i)^2}{\dim}} \tag{15}
\]

\[
\text{MAPE}(X, h) = \frac{\sum_{i=1}^{m} |\hat{y}_i - y_i|}{\sum y_i} \cdot \frac{100}{\dim} \tag{16}
\]

The \(\dim\) in (14), (15), (16) is the dimension of output data and \(\hat{y}_i\) is the \(i\)th prediction output of \(j\)th dimension. \(y_i\) is the true value of \(i\)th datapoint of \(j\)th dimension and \(m\) is the length of data. MAE, RMSE, and MAPE are indicators for judging the accuracy of models. In many cases, the evaluation criteria of the model rarely have a consistent optimal situation. Therefore, how to comprehensively evaluate multiple evaluation criteria is a problem worthy of study. For example, in our three indicators, RMSE is greatly affected by outliers. If encounters a few data points with large deviations, the calculation result of RMSE will be large, even if the overall fitting effect is good. A relatively simple way to solve this problem is to comprehensively calculate these three criteria by adding a summation method which is shown in (17). We need to set three weights \(\alpha, \beta, \gamma\). However, this calculation method (17) has the main problem, that is, how to set an appropriate weight. The results of different weights will make the final calculation result have an increased deviation. So, it is too subjective for the researcher to set this weight subjectively to prefer a certain criterion perceptually.

\[
S = \alpha \cdot \text{MAE} + \beta \cdot \text{RMSE} + \gamma \cdot \text{MAPE} \tag{17}
\]

In order to solve the problem that these three evaluation standards in the comparison model are difficult to be consistent and optimal, we propose a cartesian coordinate based multi-standard performance measurement evaluation standard (CMES), a comprehensive evaluation standard based on space area.

We regard MAE, RMSE, and MAPE as the three axes in the cartesian coordinate system. The area we calculate is the base area of tetrahedron, as shown in Fig.6.

In this paper, we use three criteria as the three axes in the spatial rectangular coordinate system. Here, we randomly assume that MAE is \(a'\), RMSE is \(b'\), and MAPE is \(c'\). Then we can use (18) calculate the length of the hypotenuse:

\[
l_1 = \sqrt{a'^2 + b'^2}, l_2 = \sqrt{b'^2 + c'^2}, l_3 = \sqrt{a'^2 + c'^2} \tag{18}
\]

After calculating the lengths of these three hypotenuses, we can calculate base area of tetrahedron with (19) and (20):

\[
p = \frac{l_1 + l_2 + l_3}{2} \tag{19}
\]

\[
\text{CMES} = \sqrt{p(p-l_1)(p-l_2)(p-l_3)} \tag{20}
\]
To illustrate the feasibility of this method as a mapping of three error standards. We will prove that the base area of the tetrahedron is positively correlated with the length of three axes. For we need the base area of the tetrahedron, we only focus on the tetrahedron $OABC$ in the space, as shown in Fig.7. Here, we assume that $OA = a, OB = b, OC = c$. It is clear that $a, b, c \geq 0$

We start from point $A$, with $O$ as the origin, draw a perpendicular line to $BC$ at point $E$. Then, $AE \perp BC$ and $S_{\triangle ABC} = \frac{BC \cdot AE}{2}$. Since $A, B, C$ are on the three axes of space rectangular coordinate system respectively, $AO \perp BOC$. As a result, $AO \perp BC$. Because $AE \cap AO = A$, we can know that $BC \perp \triangle AOE$. Therefore, $OE \perp BC$.

Obviously, we can get $OE = \frac{b \cdot c}{\sqrt{b^2+c^2}}$, because $S_{\triangle BOC} = \frac{OB \cdot OC}{2} = \frac{bc}{2}$. With $AE = \sqrt{AO^2 + OE^2} = \sqrt{\frac{b^2c^2}{b^2+c^2} + a^2}$, we can get $S_{\triangle ABC} = \frac{BC \cdot AE}{2} = \frac{b^2c^2}{2(b^2+c^2)} + \frac{a^2}{2}$.

Then calculate the partial derivative of $S_{\triangle ABC}$ to $a$. We can get $\frac{\partial S_{\triangle ABC}}{\partial a} > 0$. Without loss of generality, if we use the above proof to draw a vertical line starting from the vertices $B$ and $C$, we can still get the result that $\frac{\partial S_{\triangle ABC}}{\partial a} > 0, \frac{\partial S_{\triangle ABC}}{\partial b} > 0$. The result of partial derivative shows that the area of $S_{\triangle ABC}$ increases monotonically with $a, b$, and $c$. Therefore, the larger calculation result of $S_{\triangle ABC}$, the greater overall error; the larger area of $S_{\triangle ABC}$, the lower performance of the model. Our calculation of the comprehensive evaluation of the error can be described in Fig.8.

If the value of a certain criterion is much larger than the other two criteria, we can also use the square root result of this dimension to maintain the balance of the comprehensive result. By mapping the three axes to space, the linear relationship between area and axis in-plane described in [17] can be removed while treating the three criteria equally.

To enable the three evaluations to be better integrated, we hope that the various dimensions in the expression should not be too direct. By calculating the base area of the tetrahedron, we use Eq.(18) to increase the correlation between these three dimensions. Through this approach, we have eliminated the simple correlation between the three dimensions in traditional calculation methods.

5. EXPERIMENTAL RESULTS

In this section, we will examine our model’s performance with the data collected in an actual cloud environment. We conducted experiments on our noise reduction algorithm and our overall prediction model. In addition, ablation experiments prove that our improvements to the model are effective and necessary. To verify the usability and robustness of our model under different architectures, we selected a dataset collected from our cluster based on ARM architecture for the experiment. The specific description of each dataset is described in subsections A and B.

5.1. Dataset A: Alibaba Cluster Trace

In this part, we will introduce our experiment based on Alibaba Cluster Trace\footnote{https://github.com/alibaba/clusterdata}. The Alibaba Cluster Trace Program is published by Alibaba Group [38]. This program contains cluster-trace-v2017 and cluster-trace-v2018. Our experiment uses cluster-trace-v2018 dataset whose sampling interval is 10s. However, the sampling interval of cluster-trace-v2017 is 300s in 12 hours. As a result, cluster-trace-v2017 has too little data to train a model since it only contains 145 data points for one PM.

Multiple data tables are provided in the dataset. There are seven dimensions of data in the table that provides physical machine performance data includes CPU utilization, memory...
utilization, men_gpsb(normalized memory bandwidth), net_in (normalized incoming network traffic), net_out (normalized outgoing network traffic), and disk I/O ([0, 100], abnormal values are of -1 or 101). Each PM has its csv document in this dataset, which is named by its machine ID to record its resource utilization. However, in the raw data, the amount of missing data in mem_gps and mkpi is relatively large, resulting in less reference for using these two dimensions. Therefore, the dimensions we used in this experiment were CPU utilization, memory utilization, net_in, net_out, and disk I/O.

5.2. Dataset B: ARM-based Cloud Computing Cluster

In the ARM-based Cloud Computing Cluster, we collect P-M resource utilization from our cloud computing cluster. Our cluster is made up of five servers based on ARM architecture. Each server has 2 Kunpeng 920 CPUs and each CPU contains 48 cores. And the memory of a server is 256G. The operating system is CentOS7. We use Openstack as a management platform for our cluster. We use stress-ng to add load to the cluster. The load we added includes CPU-intensive tasks, memory-intensive tasks, disk I/O-intensive tasks, and net-intensive tasks. Our sampling interval is 5s. We used the collected 10,000 data points for experiments. What we collected in the cluster is mainly the utilization of CPU. The CPU utilization we collected is divided into two dimensions: cpu_user and cpu_system. Our data collection software does not directly collect the utilization of resources other than the CPU. In addition, the IO operation simulated by stress-ng will often become an operation on the memory under the influences of the operating system, which will lead to the inaccurate utilization of memory and disk I/O. Therefore, the data we mainly use in our experiment is the dimension of CPU.

5.3. Data Preprocessing Strategy

The dataset used for time series forecasting is often a continuous time series with a large amount of data. It is irrational for us to train our network with the entire dataset. Therefore, we need to divide our data into several groups. Our strategy for separating data is shown in Fig.9.

![Figure 9: Data Consolidation Strategy](image)

We divide the entire dataset into a training set, a validation set, and a test set in chronological order. The test set is used to test the model’s performance, while the validation set is used to evaluate the performance during a stage of training. The training set is used to train the model. Fig.9 shows our organization of the data more intuitively. The proportion of training set, validation set, and test set in our experiment is about 0.8, 0.1, 0.1. In the training set, we set the size of the time window as 20 since this parameter is widely used in many studies. After obtaining the label of predicted data according to the prediction step, the starting point of the next group will move back step_move steps.

5.4. Denoise Algorithm Experiment

To illustrate the superiority of the noise reduction algorithm used in this article, we evaluated the noise reduction algorithm under the Alibaba Cluster Trace dataset. We use SNR and RMSE to evaluate our noise reduction algorithm. SNR is signal to noise ratio, which is described in (21). SNR is used to measure the ratio of useful components to noise in the time series before and after noise reduction. The larger SNR, the better effect.

$$\text{SNR} = 10 \log_{10} \frac{P_{\text{signal}}}{P_{\text{noise}}} = 10 \log_{10} \frac{\sum_{i=1}^{n} x'(i)^2}{\sum_{i=1}^{n} (x'(i) - x(i))^2}$$ (21)

We need to process each dimension separately when implementing CPW on PM resource utilization since each has its feature. As a result, we adopt the calculate method of RMSE, as shown in (22). RMSE is used to measure the degree of difference between the calculated sequence and the original sequence. The lower RMSE, the better performance. If RMSE is large, the calculated sequence is quite different from the original sequence, and much information will be lost. While a smaller RMSE shows it closer to the original sequence, and more information in the original sequence will be kept.

$$\text{RMSE}(X, h) = \sqrt{\frac{1}{m} \sum_{i=1}^{m} (h(x(i) - y(i)))^2}$$ (22)

All the experiments were carried out on a server of Intel(R) Core(TM) i7-5930K CPU @ 3.50GHz, 62G memory, and 4 GTX TiTan X 12G. The experiment environments are open-source machine learning library Scikit-learn and deep learning framework Pytorch with CUDA 10.0. When using the Alibaba Cluster Trace dataset, we have found that the changes in net_in and net_out are tiny. As we can see in Fig.10(a) and Fig.10(b), the net_in and net_out have very small fluctuations during the given period. They did not even change in some specific time. This phenomenon will cause infinite value when calculating SNR using (21).

To solve this problem and evaluate our noise reduction algorithm, we directly used the dimension of CPU utilization in the experiment. We randomly select the resource utilization of 10 physical machines for the experiment each time and record the average value of 10 the experiments, which is recorded in the Average column in Table 1 and Table 2. For experiment analysis, due to space limitations, we take Machine334 and
Machine2020 (which are randomly selected from our experiment machines due to our limit space) in Dataset A as examples. We randomly selected the physical machine ID 334, 2020 for detailed comparison. We compare our noise reduction algorithm with WT, SSA, CEEMDAN-WT, and a variant of our method called CEEMDAN-PE-SSA. CEEMDAN-WT uses CEEMDAN to decompose the original signal. Then, it uses Wavelet Transform to denoise each IMF from CEEMDAN. CEEMDAN-WT can be considered as ablation of CEEMDAN-PE-Wavelet. In CEEMDAN-PE-SSA, we use SSA to smooth the IMFs instead of Wavelet Transform.

For fairness, we selected the parameters of noise reduction algorithm during the experiment. When using SSA, we select the refactor \( RP \in \{4, 5, 6, 7, 8, 9\} \), time window \( TW \in \{30, 35, 40, 45\} \). The only one parameter we need to select in Wavelet Transform and CEEMDAN-WT is wavelet threshold \( T \in \{0.04, 0.05, 0.06, 0.07, 0.1\} \). The parameters we need to select in CEEMDAN-PE-SSA are embedded dimensions \( ED \), delay time \( DT \), refactor \( RP \), time window \( TW \) and the threshold of permutation entropy \( PT \) where \( ED \in \{6, 7, 8, 9\} \), \( DT \in \{6, 7, 8, 9\} \), \( RP \in \{6, 7, 8, 9\} \), \( TW \in \{30, 35, 40, 45\} \), \( PT \in \{0.4, 0.5, 0.6, 0.7\} \).

The parameter we need to select in CPW is \( ED, DT, PT \) where \( PT \in \{0.7, 0.8, 0.9\} \) and wavelet threshold \( T \in \{0.04, 0.05, 0.06\} \). In our experiment, the wavelet base is \( db8 \). The value range of \( ED \) and \( DT \) is the same as CEEMDAN-PE-SSA. The comparison result is shown in Table 1.

From Table 1, we can see that our noise reduction method achieves the best result in both SNR and RMSE among the noise reduction algorithm. The average SNR of CPW is 30.3495, which is the highest. In contrast, the average RMSE of CPW is 1.2405, which is lower than other comparison algorithms in this paper. And there is a negative correlation between SNR and RMSE. Typically, the algorithm with bigger SNR will have a smaller RMSE at the same time. CEEMDAN-WT takes second place among the comparison method. Also, we can tell from Fig.11 that our noise reduction algorithm can preserve the information in the original data as much as possible while smoothing the original data.

Table 1: noise reduction method comparison result of Alibaba Cluster

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>SSA</td>
<td>23.1011</td>
<td>2.9780</td>
<td>17.0307</td>
<td>5.6848</td>
<td>20.0103</td>
<td>4.1187</td>
</tr>
<tr>
<td>Wavelet</td>
<td>22.3431</td>
<td>3.2496</td>
<td>16.7163</td>
<td>5.8567</td>
<td>19.4022</td>
<td>4.5781</td>
</tr>
<tr>
<td>CEEMDAN-WT</td>
<td>29.7308</td>
<td>1.3882</td>
<td>26.1666</td>
<td>1.9730</td>
<td>27.7477</td>
<td>1.6746</td>
</tr>
<tr>
<td>CEEMDAN-PE-SSA</td>
<td>27.5247</td>
<td>1.7896</td>
<td>19.6264</td>
<td>4.1893</td>
<td>23.9053</td>
<td>2.6916</td>
</tr>
<tr>
<td>CEEMDAN-PE-Wavelet</td>
<td>33.7634</td>
<td>0.8726</td>
<td>27.7386</td>
<td>1.6464</td>
<td>30.3495</td>
<td>1.2405</td>
</tr>
</tbody>
</table>

From Table 1 and Table 2, we can know that CPW achieves the best performance while CEEMDAN-WT ranked second. The performance of SSA in Dataset B is much worse than that in Dataset A. Fig.12 shows the comparison result among the five noise reduction methods of Machine 1 in dataset B. We can see from Fig.12 that CPW saves the data at the tip better than the others. It shows that CPW smooths and reduces noise while retaining the original information more than other comparable models.

5.5. Model Evaluation Results

When evaluating the performance of the model, we compare it with the state-of-art models in time series forecasting. The Seq2Seq framework has recently been more and more effective in natural language processing and time series prediction. In the comparative experiment, we used Seq2Seq-LSTM [39]. This model uses an attention mechanism between the encoder and the decoder. We also used GRU [40] and Seq2Seq-GRU for comparison. We used GRU to replace the LSTM in Seq2Seq-LSTM for Seq2Seq-GRU network to test the Seq2Seq framework’s performance in this scenario.

In addition to comparing the framework of sequence processing, we also need to compare the models of multivariate output. DM-LSTM [31] is Deep Multi-output LSTM neural network. In order to illustrate the effectiveness of our denoising algorithm, we combine Wavelet Transform with DM-LSTM as WT-DM-LSTM.

In the previous part, we selected the parameters of the denoise methods. In this experiment, we selected the best-performing parameter combination to experiment. The parameter combination we selected in CPW is \( ED = 6, DT = 8, PT = 0.9, T = 0.05 \). We first used the networks on the data of one machine for the grid search. After the searching was completed, the best-performing parameter combination was used as the setting parameter for our experiment. From the grid search result, we set the self-feedback coefficient \( \alpha \) as 0.65, the number
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of hidden layers is 3, and the number of neurons in hidden layers is 16. In GRU, TG-LSTM, and DM-LSTM, the number of hidden layers is 3. The number of neurons in hidden layers is 16. In WT-DM-LSTM, the wavelet threshold is 0.05, and the wavelet base is db8. For Seq2Seq-LSTM and Seq2Seq-GRU, the experiment setting is the same as above.

In our experiments, the epoch is 500, the learning rate $\eta$ is 0.05, batch size is 128, and the dropout rate is 0.5. The regularization coefficient $C$ in our experiments is $1e^{-5}$. Since each physical machine recorded a lot of data, we extracted the data from the first 8000 time points for experiments. We randomly selected ten physical machines each time and recorded the average results of CMES after ten experiments in Table 11. The results of Machine334 and Machine2020 are shown in Table 3 and 4. The resource utilization forecasting result comparison between the forecasted value of CPW-EAMC and the actual value in 3 steps ahead prediction of Machine2020 is shown in Fig.13. The horizontal axis is the time axis. We can observe the output of every dimension at each moment since our model is multi-output.

In Table 3 and 4, RMSE is much larger than MAE and MAPE. Therefore, as mentioned above, we use the square root of RMSE to calculate CMES for maintaining the balance of these three indexes. From the tables, except for the CPW-EAMC, the overall performance of ENN in the experiment is better, while its performance is not stable enough. In Machine334 and 2020, WT-DM-LSTM performed the best in the LSTM-based network in most cases. At step 6 of Table 3, GRU achieved the worst performance, which showed that gradient explosion might happen in this experiment.

Tabel 5 and Table 6 are experiment results of two servers in dataset B. We use the same strategy to record the average performance of models. The average results of ablation experiments in Dataset A are shown in Table 13 while Table 7 and 8 record the detailed result of Machine334 and Machine2020 in Dataset A. Table 14 shows the average results in Dataset B while Table 9 and 10 show the detailed ablation experiment results of machine 1 and machine 2 in Dataset B. All tables show a similar trend in ablation experiments: as the prediction steps increase, the performance of models decreases. We can also conclude from the ablation experiment results that the improved method of our model is adequate and robust. We can see that as our model improves, deviation decrease at each step. The CPW-EAMC achieves the best performance in Table 5 at each step. The result of ENN has a substantial error in step 12. In Table 6, however, the result of ENN has fewer advantages over our model in step 12, which makes CPW-EMAC ranked second. This phenomenon shows that the performance of ENN in this scenario is volatile. Although ENN has fewer advantages over our model in step 12 at Machine 2, CPW-EAMC still performs the best average results. The experiment results show that as the number of prediction steps increases, the model’s prediction error expands accordingly. It is related to our forecasting strategy. Since we use the circular prediction method in our prediction, the previous prediction error will be passed on to the next prediction. Therefore, the shorter prediction steps, the lower error is reflected by the model.

5.6. Ablation Experiment

To show the effectiveness of our model improvement, we conduct ablation experiments on CPW-EAMC. We named the improved model gradually removed as follows: (1) EMC: Remove CPW and attention mechanism from CPW-EAMC; (2) EAMC: Remove CPW from CPW-EAMC. We conduct our ablation experiments on the physical machines in both datasets. As mentioned above, we use the same strategy to record the average performance of models. The average results of ablation experiments in Dataset A are shown in Table 13 while Table 7 and 8 record the detailed result of Machine334 and Machine2020 in Dataset A. Table 14 shows the average results in Dataset B while Table 9 and 10 show the detailed ablation experiment results of machines 1 and 2 in Dataset B. All tables show a similar trend in ablation experiments: as the prediction steps increase, the performance of models decreases.

We can also conclude from the ablation experiment results that the improved method of our model is adequate and robust. We can see that as our model improves, deviation decrease at each step. The CPW algorithm smoothes the data and improves the robustness and generalization ability of the model. The attention mechanism can fuse the information of the historical state and the current moment to the MLP. While retaining the
### Table 3: Machine 334 comparison result of dataset A

<table>
<thead>
<tr>
<th>Network</th>
<th>MAE</th>
<th>RMSE</th>
<th>MAPE</th>
<th>CMES</th>
<th>step:3</th>
<th>step:6</th>
<th>step:9</th>
<th>step:12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seq2Seq-LSTM</td>
<td>0.3665</td>
<td>4.4888</td>
<td>0.0705</td>
<td>1.3707</td>
<td>0.0644</td>
<td>0.1969</td>
<td>0.0091</td>
<td>1.8323</td>
</tr>
<tr>
<td>TG-LSTM</td>
<td>2.6612</td>
<td>3.8585</td>
<td>0.0654</td>
<td>1.1628</td>
<td>0.4937</td>
<td>3.7940</td>
<td>0.0755</td>
<td>1.4142</td>
</tr>
<tr>
<td>DM-LSTM</td>
<td>0.2426</td>
<td>3.6757</td>
<td>0.0548</td>
<td>0.9560</td>
<td>0.4170</td>
<td>4.8930</td>
<td>0.0965</td>
<td>0.8564</td>
</tr>
<tr>
<td>WT-DM-LSTM</td>
<td>0.5141</td>
<td>7.7906</td>
<td>0.1126</td>
<td>2.4643</td>
<td>0.3057</td>
<td>3.3748</td>
<td>0.0610</td>
<td>1.0103</td>
</tr>
<tr>
<td>GRU</td>
<td>0.2899</td>
<td>2.8745</td>
<td>0.0532</td>
<td>0.8718</td>
<td>0.6340</td>
<td>8.8743</td>
<td>0.1407</td>
<td>0.0000</td>
</tr>
<tr>
<td>Seq2Seg-GRU</td>
<td>0.3490</td>
<td>4.6142</td>
<td>0.0738</td>
<td>1.3556</td>
<td>0.4320</td>
<td>5.8444</td>
<td>0.0938</td>
<td>1.8199</td>
</tr>
<tr>
<td>ENN</td>
<td>0.1892</td>
<td>2.5882</td>
<td>0.0414</td>
<td>0.6478</td>
<td>0.2262</td>
<td>1.2813</td>
<td>0.0557</td>
<td>0.8496</td>
</tr>
<tr>
<td>CPW-EAMC</td>
<td>0.1698</td>
<td>2.5948</td>
<td>0.0382</td>
<td>0.5981</td>
<td>0.2446</td>
<td>2.3058</td>
<td>0.0512</td>
<td>0.7851</td>
</tr>
</tbody>
</table>

### Table 4: Machine 2020 comparison result of dataset A

<table>
<thead>
<tr>
<th>Network</th>
<th>MAE</th>
<th>RMSE</th>
<th>MAPE</th>
<th>CMES</th>
<th>step:3</th>
<th>step:6</th>
<th>step:9</th>
<th>step:12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seq2Seq-LSTM</td>
<td>0.4674</td>
<td>2.9268</td>
<td>0.0849</td>
<td>1.1371</td>
<td>0.5237</td>
<td>3.6320</td>
<td>0.0960</td>
<td>1.4156</td>
</tr>
<tr>
<td>TG-LSTM</td>
<td>0.4286</td>
<td>3.3383</td>
<td>0.0879</td>
<td>1.1982</td>
<td>0.4996</td>
<td>2.8574</td>
<td>0.0855</td>
<td>1.1568</td>
</tr>
<tr>
<td>DM-LSTM</td>
<td>0.4830</td>
<td>3.0068</td>
<td>0.0886</td>
<td>1.1805</td>
<td>0.5274</td>
<td>2.9321</td>
<td>0.0898</td>
<td>1.2135</td>
</tr>
<tr>
<td>WT-DM-LSTM</td>
<td>0.5380</td>
<td>2.6102</td>
<td>0.0838</td>
<td>1.1159</td>
<td>0.4928</td>
<td>3.0853</td>
<td>0.0959</td>
<td>1.2071</td>
</tr>
<tr>
<td>GRU</td>
<td>0.1590</td>
<td>2.1023</td>
<td>0.0449</td>
<td>0.5112</td>
<td>0.4464</td>
<td>4.2782</td>
<td>0.1026</td>
<td>1.4727</td>
</tr>
<tr>
<td>Seq2Seg-GRU</td>
<td>0.4765</td>
<td>3.3034</td>
<td>0.0938</td>
<td>1.2570</td>
<td>0.4912</td>
<td>3.1321</td>
<td>0.0897</td>
<td>1.2299</td>
</tr>
<tr>
<td>ENN</td>
<td>0.2376</td>
<td>2.2015</td>
<td>0.0538</td>
<td>0.6475</td>
<td>0.1989</td>
<td>3.0471</td>
<td>0.0700</td>
<td>0.7637</td>
</tr>
<tr>
<td>CPW-EAMC</td>
<td>0.1318</td>
<td>2.2080</td>
<td>0.0439</td>
<td>0.4847</td>
<td>0.2325</td>
<td>2.4518</td>
<td>0.0579</td>
<td>0.6949</td>
</tr>
</tbody>
</table>

### Table 5: Machine 1 comparison result of dataset B

<table>
<thead>
<tr>
<th>Network</th>
<th>MAE</th>
<th>RMSE</th>
<th>MAPE</th>
<th>CMES</th>
<th>step:3</th>
<th>step:6</th>
<th>step:9</th>
<th>step:12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seq2Seq-LSTM</td>
<td>0.6734</td>
<td>2.4558</td>
<td>0.1907</td>
<td>1.3539</td>
<td>0.9084</td>
<td>3.1559</td>
<td>0.2456</td>
<td>1.7782</td>
</tr>
<tr>
<td>TG-LSTM</td>
<td>0.6918</td>
<td>2.4906</td>
<td>0.1937</td>
<td>1.3831</td>
<td>0.9828</td>
<td>3.2624</td>
<td>0.2411</td>
<td>1.8551</td>
</tr>
<tr>
<td>DM-LSTM</td>
<td>0.7833</td>
<td>2.5619</td>
<td>0.1966</td>
<td>1.4301</td>
<td>0.9422</td>
<td>3.1041</td>
<td>0.2444</td>
<td>1.7969</td>
</tr>
<tr>
<td>WT-DM-LSTM</td>
<td>0.6661</td>
<td>2.3855</td>
<td>0.1906</td>
<td>1.3267</td>
<td>0.9094</td>
<td>3.1328</td>
<td>0.2538</td>
<td>1.7711</td>
</tr>
<tr>
<td>GRU</td>
<td>0.8154</td>
<td>2.6306</td>
<td>0.2170</td>
<td>1.5064</td>
<td>0.9027</td>
<td>3.9227</td>
<td>0.2196</td>
<td>1.6733</td>
</tr>
<tr>
<td>Seq2Seg-GRU</td>
<td>0.7481</td>
<td>2.3444</td>
<td>0.1817</td>
<td>1.4270</td>
<td>0.7905</td>
<td>3.0864</td>
<td>0.2140</td>
<td>1.6717</td>
</tr>
<tr>
<td>ENN</td>
<td>0.6653</td>
<td>2.2344</td>
<td>0.1817</td>
<td>1.3537</td>
<td>0.8430</td>
<td>2.9689</td>
<td>0.2220</td>
<td>1.6612</td>
</tr>
<tr>
<td>CPW-EAMC</td>
<td>0.6734</td>
<td>2.3758</td>
<td>0.1813</td>
<td>1.3237</td>
<td>0.8584</td>
<td>2.9369</td>
<td>0.2287</td>
<td>1.6578</td>
</tr>
</tbody>
</table>

### Table 5: Machine 1 comparison result of dataset B

Figure 12: Denoise result comparison of machine 1 in Dataset B. Each color represent one noise reduction method. The data shown in this picture is cpu_user.
Table 6: Machine 2 comparison result of dataset B

<table>
<thead>
<tr>
<th>Network</th>
<th>step:3</th>
<th>step:6</th>
<th>step:9</th>
<th>step:12</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAE</td>
<td>RMSE</td>
<td>MAPE</td>
<td>CMES</td>
</tr>
<tr>
<td>Seq2Seq-LSTM</td>
<td>1.5757</td>
<td>3.2349</td>
<td>0.2795</td>
<td>2.0779</td>
</tr>
<tr>
<td>GT-LSTM</td>
<td>1.2013</td>
<td>2.5614</td>
<td>0.2031</td>
<td>1.6177</td>
</tr>
<tr>
<td>DM-LSTM</td>
<td>1.2499</td>
<td>2.5821</td>
<td>0.2134</td>
<td>1.6542</td>
</tr>
<tr>
<td>WT-DM-LSTM</td>
<td>1.1874</td>
<td>2.5544</td>
<td>0.2042</td>
<td>1.6101</td>
</tr>
<tr>
<td>GRU</td>
<td>1.1121</td>
<td>2.3992</td>
<td>0.1899</td>
<td>1.5095</td>
</tr>
<tr>
<td>Seq2Seq-GRU</td>
<td>1.3115</td>
<td>2.6435</td>
<td>0.2201</td>
<td>1.6951</td>
</tr>
<tr>
<td>ENN</td>
<td>1.1097</td>
<td>2.4062</td>
<td>0.1982</td>
<td>1.5139</td>
</tr>
<tr>
<td>CPW-EAMC</td>
<td>1.0659</td>
<td>2.3306</td>
<td>0.1894</td>
<td>1.4622</td>
</tr>
</tbody>
</table>

Table 7: Ablation experiment result of Machine 334 in Dataset A

<table>
<thead>
<tr>
<th>Network</th>
<th>step:3</th>
<th>step:6</th>
<th>step:9</th>
<th>step:12</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAE</td>
<td>RMSE</td>
<td>MAPE</td>
<td>CMES</td>
</tr>
<tr>
<td>EMC</td>
<td>0.2047</td>
<td>2.9068</td>
<td>0.0455</td>
<td>0.7343</td>
</tr>
<tr>
<td>EAMC</td>
<td>0.1943</td>
<td>2.6577</td>
<td>0.0400</td>
<td>0.6600</td>
</tr>
<tr>
<td>CPW-EAMC</td>
<td>0.1698</td>
<td>2.5048</td>
<td>0.0832</td>
<td>0.5981</td>
</tr>
</tbody>
</table>

Table 8: Ablation experiment result of Machine 2020 in dataset A

<table>
<thead>
<tr>
<th>Network</th>
<th>step:3</th>
<th>step:6</th>
<th>step:9</th>
<th>step:12</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAE</td>
<td>RMSE</td>
<td>MAPE</td>
<td>CMES</td>
</tr>
<tr>
<td>EMC</td>
<td>0.2294</td>
<td>2.2526</td>
<td>0.0553</td>
<td>0.6471</td>
</tr>
<tr>
<td>EAMC</td>
<td>0.1682</td>
<td>2.2658</td>
<td>0.0472</td>
<td>0.5561</td>
</tr>
<tr>
<td>CPW-EAMC</td>
<td>0.1318</td>
<td>2.2080</td>
<td>0.0439</td>
<td>0.4847</td>
</tr>
</tbody>
</table>

Table 9: Ablation experiment result of Machine 1 in dataset B

<table>
<thead>
<tr>
<th>Network</th>
<th>step:3</th>
<th>step:6</th>
<th>step:9</th>
<th>step:12</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAE</td>
<td>RMSE</td>
<td>MAPE</td>
<td>CMES</td>
</tr>
<tr>
<td>EMC</td>
<td>0.6998</td>
<td>2.3980</td>
<td>0.1802</td>
<td>1.3455</td>
</tr>
<tr>
<td>EAMC</td>
<td>0.7025</td>
<td>2.4640</td>
<td>0.1763</td>
<td>1.3728</td>
</tr>
<tr>
<td>CPW-EAMC</td>
<td>0.6734</td>
<td>2.3758</td>
<td>0.1813</td>
<td>1.3237</td>
</tr>
</tbody>
</table>

Table 10: Ablation experiment result of Machine 2 in dataset B

<table>
<thead>
<tr>
<th>Network</th>
<th>step:3</th>
<th>step:6</th>
<th>step:9</th>
<th>step:12</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAE</td>
<td>RMSE</td>
<td>MAPE</td>
<td>CMES</td>
</tr>
<tr>
<td>EMC</td>
<td>1.0864</td>
<td>2.3534</td>
<td>0.1921</td>
<td>1.4801</td>
</tr>
<tr>
<td>EAMC</td>
<td>1.0701</td>
<td>2.3388</td>
<td>0.1894</td>
<td>1.4674</td>
</tr>
<tr>
<td>CPW-EAMC</td>
<td>1.0659</td>
<td>2.3306</td>
<td>0.2304</td>
<td>1.4622</td>
</tr>
</tbody>
</table>
Figure 13: Three steps ahead forecasting results of machine 2020 with CPW-EAMC at each dimension

Figure 14: Ablation experiment comparison result of machine 2020 in three steps ahead prediction. To highlight the details, we only selected 300 data points.
historical information under long-term dependence, the impact of the current input at the same time is enhanced, thereby improving the model’s fitting ability to the data.

5.7. Discussion

In this part, we will discuss the cost of models in this paper. With the help of the tool named Thop\textsuperscript{2}[41], we can analyze the floating-point operations (flops), and the number of parameters (params) in each model. Flops and params can be used to calculate the amount of computation of a neural network. To discuss the cost of models coarsely, we use an input sample of Dataset B for experiments. Table 15 records flops, params and training time of the models compared in this paper.

As shown in Table 15, the flops and params of TG-LSTM is the least while its training time is the longest. The time-consuming operation in TG-LSTM leads to this phenomenon. With the gradual improvement of the model from the original ENN to EAMC, the computational cost increases. Nevertheless, our model is still competitive in terms of overhead compared to other models.

In this scenario, we conducted experiments on ENN and other prediction networks. We found that the prediction accuracy of ENN has an acceptable performance with a short training time. However, the performance of ENN is not stable enough, which is caused by the single-layer neurons of the context layer. With the use of MLP, this network can remember historical features in long-time dependency. Therefore, the network can have a more stable and more accurate prediction. Furthermore, setting a self-feedback coefficient $\alpha$ can effectively focus attention on the recent period, enhancing the impact of recent data and improving the ability to fit sudden changes.

\[ \text{Thop}^2: \text{Pytorch-Opcounter.} \text{https://pypi.org/project/thop/} \]

6. Conclusion and Future Work

We can extract the trend from historical data and predict the future value of PM resources utilization through time series forecasting technology. The resource utilization forecasting of physical machines can provide the scheduling algorithm with future information for scheduling decisions. Therefore, the scheduling algorithm can make a more efficient scheduling decision base on multi-dimensional predictive information.

---

\textsuperscript{2}Thop:Pytorch-Opcounter. https://pypi.org/project/thop/
For the first time, we propose a noise reduction algorithm for processing the utilization of PM resources in a cloud data center and present a MIMO model for PM resource usage prediction. We use CEEMDAN-PE-Wavelet to reduce the noise of the original physical machine resource utilization data. In order to enhance the long-term dependency of ENN, we replace the context layer with a network unit MLP with feature extraction and memory capabilities. To highlight the influence of the input data at the current moment, we adopt an attention mechanism so that the network can pay more attention to learning the features of the current moment while maintaining long-term dependence on resource utilization data. Using the physical machine data collected by Alibaba Cluster Trace to evaluate the performance of the CPW-EAMC model, we can see that the model has a performance improvement compared with the current latest time-series processing framework in this scenario.

The resource utilization of physical machines in cloud data centers has a great relationship with the types of submitted tasks by users and the scheduling algorithm of data centers. As time goes by, the historical trends will vary from period to period. It will cause the original forecasting model to become unusable. Therefore, we will focus on adapting our network into an online training model in our future work. With a more accurate prediction model, the scheduling algorithm can make a more efficient scheduling strategy to alleviate the waste of data center resources.
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